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 This study employed repeated measures ANOVA to assess the reliability of an instrument designed to measure utilization, 

awareness, and perception of AI in research among 150 undergraduate students. Validated instruments with  robust 

psychometric properties were used for the study. Data collection occurred in three phases spaced two weeks apart, 

following experts recommendations for longitudinal research. Initial findings using Cronbach’s alpha indicated high 
reliability in the first phase. However, subsequent test-retest analyses revealed decreasing reliability coefficients below 

acceptable thresholds for utilization, awareness, and perception constructs. Further analysis using repeated measures 

ANOVA showed significant differences in mean scores across the three phases, suggesting inconsistency in respondents’ 

perceptions over time. The study underscores the dynamic nature of attitudes towards AI, necessitating careful 

consideration in longitudinal research designs. Methodologically, it highlights the limitations of relying solely on static 
reliability estimates such as Cronbach’s alpha. Practically, the findings suggest the need for continuous refinement of 

measurement instruments to capture evolving attitudes accurately. Theoretical contributions include advancing 

understanding of reliability in dynamic contexts, prompting future research to explore more robust statistical methods 

and measurement approaches in studying attitudes towards emerging technologies. 
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INTRODUCTION 

Reliability stands as a fundamental pillar of empirical research, ensuring the consistency and dependability of research outcomes. It 

measures the degree to which an instrument produces consistent results under stable conditions. Without reliability, the validity and 

trustworthiness of any empirical study are jeopardized, as unreliable measurements can lead to erroneous conclusions. Trochim (2006) 

defines reliability as the consistency of a measurement tool or research method over time, encompassing forms like test-retest reliability, 

inter-rater reliability, and internal consistency. In fields such as psychology, reliability is crucial for ensuring consistent measurement of 

constructions. For instance, in clinical settings, reliable diagnostic tools are vital for accurately identifying mental health conditions. 

However, challenges arise when measures lack consistency, potentially leading to misdiagnosis or inappropriate treatments (Koo & Li, 

2016). Likewise, high inter-rater reliability is crucial in subjective studies like behavioral observations (Hallgren, 2012). While traditional 

measures such as Cronbach’s alpha have been foundational in assessing reliability (Brown & Hudson, 2020; Smith, 2019), their 

applicability and limitations are increasingly scrutinized in contemporary research. For instance, Cronbach’s alpha’s sensitivity to item 

homogeneity poses challenges; if items do not measure the same construction, alpha values may be lower (Tavakol & Dennick, 2011). 

Moreover, the length and relevance of test items influence Cronbach’s alpha, with longer tests potentially inflating reliability scores if 

additional items are not conceptually aligned (Cortina, 1993). Despite its utility in assessing scale homogeneity, Cronbach’s alpha’s 

sensitivity to scale length, sample size, and item variance is debated (Sijtsma, 2009). 

Similarly, in test-retest reliability, the time interval between test administrations plays a crucial role. A short interval may lead 

respondents to recall their previous responses, artificially inflating correlations and overestimating reliability. Conversely, a long interval 

may allow for changes in respondents’ true scores due to maturation or external factors, thereby underestimating reliability (Anastasi & 

Urbina, 1997). Furthermore, the stability of the construction being measured also influences test-retest reliability. Constructs that are 

inherently stable, such as intelligence, tend to show higher reliability estimates over time compared to constructs like mood or stress 

levels, which are more prone to change (Nunnally & Bernstein, 1994). Similarly, split-half reliability, another commonly used technique, 

has its limitations. Randomly splitting a test can yield different reliability estimates compared to systematic splitting methods like odd-

even item splits. This discrepancy arises because the items in each split might not equally represent the entire content of the test, leading 
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to inconsistent reliability estimates (Eisinga et al., 2013). The length of the test also affects split-half reliability (Nunnally & Bernstein, 

1994). Additionally, factors such as the clarity and quality of test items, respondent motivation, fatigue, and familiarity with test format 

can impact reliability (DeVellis, 2016; Hogan, 2007). Moreover, testing conditions, the quality of instructions given to respondents, and 

inconsistent administration procedures can introduce variability that is not related to the construction being measured. Standardizing 

administration conditions helps mitigate this source of error (American Educational Research Association, American Psychological 

Association, & National Council on Measurement in Education, 2014). Therefore, employing robust techniques to determine reliability is 

essential to account for these various factors and ensure the accuracy and consistency of measurement in research studies. 

In recent years, there has been an increasing interest in applying Analysis of Variance (ANOVA) techniques, specifically repeated 

measures ANOVA, to evaluate reliability in empirical research (Field, 2013). Originally designed for comparing means across different 

groups, ANOVA has been adapted to assess changes within subjects over multiple time points or conditions (Keppel & Wickens, 2004). 

Repeated measures ANOVA offers several advantages over traditional reliability measures, particularly in its capability to simultaneously 

account for within-subject and between-subject variability (Hays, 2018). This statistical method examines changes in a dependent 

variable over time or in response to various experimental conditions within the same participants (Tabachnick & Fidell, 2019). By analyzing 

variance across multiple measurements from the same individuals, researchers can evaluate the stability and consistency of 

measurements under different circumstances (Morrison, 2018). This approach yields a more nuanced understanding of how 

measurements behave across diverse contexts, which is crucial for establishing the reliability of instruments used in longitudinal studies 

or experiments involving repeated assessments. 

When considering the application of ANOVA repeated measures for reliability assessment, it is essential to address the challenges and 

potential justifications for this approach, particularly in relation to the time interval issue inherent in test-retest reliability. Traditional 

test-retest reliability faces the challenge of determining an appropriate interval between test administrations, which can influence the 

stability of the measured construct (Anastasi & Urbina, 1997). This raises the question of whether employing ANOVA repeated measures, 

which involves multiple administrations over time, is justified given this challenge. Firstly, it is crucial to delineate the contexts in which 

ANOVA repeated measures can offer advantages. ANOVA repeated measures is a robust statistical tool that facilitates the assessment of 

changes in a dependent variable across multiple time points (Field, 2013). This method is particularly beneficial for examining within-

subject variability and comprehending how construction evolves over time. The repeated measures design adjusts for individual 

differences by employing the same participants across all time points, thereby enhancing the sensitivity of the analysis (Girden, 1992). 

An important advantage of ANOVA repeated measures over traditional test-retest reliability is its capability to accommodate more than 

two times. Traditional test-retest reliability typically involves only two administrations, which may restrict the ability to capture the 

stability and consistency of the construct overtime (Nunnally & Bernstein, 1994). By incorporating three or more administrations, ANOVA 

repeated measures can provide a more comprehensive assessment of the construct’s reliability. This approach enables the identification 

of patterns of stability and change that might not be apparent with only two time points. 

However, the issue of time intervals remains pertinent. Like test-retest reliability, careful consideration of the time intervals between 

administrations in ANOVA repeated measures is essential. Short intervals may lead to memory effects, where participants recall their 

previous responses, while extended intervals may introduce changes in the construction being measured due to maturation or external 

factors (Cohen, 1960). Thus, selecting appropriate time intervals is critical to ensure that observed changes reflect the true stability of the 

construction rather than external influences. 

Despite these obstacles, employing ANOVA repeated measures can be justified and advantageous in several ways. For example, by 

carefully planning the study with appropriate intervals between assessments, researchers can mitigate potential biases related to 

memory effects and developmental changes. Additionally, the repeated measures design enable examination of both within-subject and 

between-subject variability, yielding a more nuanced understanding of reliability (Howell, 2010). Furthermore, ANOVA repeated measures 

can incorporate covariates to control for confounding variables, thereby enhancing the robustness of the analysis. For instance, 

researchers can include covariates such as age, gender, or previous exposure to the construction being measured to adjust for their impact 

on reliability estimates (Tabachnick & Fidell, 2013). This capability to include covariates represents a significant advantage over traditional 

test-retest reliability, which typically does not address such factors. Moreover, ANOVA repeated measures can evaluate interaction effects 

between time and other variables, providing insights into how various factors influence the stability of the construction over time. This 

depth of analysis is not achievable with traditional test-retest reliability, making ANOVA repeated measures a more adaptable and 

informative approach for evaluating reliability (Maxwell & Delaney, 2004). Despite this potential, many studies continue to rely on 

conventional methods without exploring the potential benefits of ANOVA repeated measures across diverse research contexts (Winer et 

al., 1991). Addressing this gap is essential for enhancing the methodological rigor of empirical research and expanding researchers’ toolkit 

for assessing reliability. Thus, this study seeks to provide empirical evidence supporting ANOVA repeated measures as a viable alternative 

for assessing the stability and consistency of measurements. 

LITERATURE REVIEW: OVERVIEW OF RELIABILITY MEASURES 

Reliability within research methodology pertains to the consistency, stability, and trustworthiness of measurement instruments and 

procedures, crucial for ensuring the validity of research findings (Carmines & Zeller, 1979). Grounded in generalizability theory and 

measurement theory, reliability frameworks provide the basis for evaluating the consistency of measurements (Shavelson & Webb, 1991). 

Generalizability theory posits that observed scores encompass both true scores and measurement error, underscoring the importance of 

minimizing error variance to enhance reliability (Cronbach et al., 1972). Measurement theory, meanwhile, focuses on the properties and 

characteristics of measurement scales and methods used to assess reliability (Nunnally & Bernstein, 1994). 
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Traditionally, Cronbach’s alpha serves as a widely accepted measure of internal consistency reliability, particularly in the development 

and validation of scales (Cronbach, 1951). It computes the average correlation among items within a scale, indicating the degree to which 

items measure the same underlying construction (Smith, 2019). Higher alpha coefficients imply greater internal consistency, yet the 

measure is sensitive to factors such as scale length, sample size, and item homogeneity (Sijtsma, 2009). Despite its prevalence, Cronbach’s 

alpha has faced criticism for potentially inflating reliability estimates and insufficiently addressing measurement error (Tavakol & 

Dennick, 2011). Cronbach’s alpha is most suitable for evaluating internal consistency in scales featuring multiple items measuring a single 

construct (Cortina, 1993), but it may not be suitable for complex constructs or scales with heterogeneous item sets measuring different 

dimensions (Gliem & Gliem, 2003). 

Similarly, test-retest reliability evaluates the consistency of measurements over time by administering the same test to the same group 

of participants on two separate occasions (Streiner & Norman, 2008). The correlation of scores between these administrations provides 

an indication of reliability, assuming the measured construction remains stable across tests (Field, 2013). However, test-retest reliability 

can be influenced by factors such as memory and practice effects, as well as changes in participants’ conditions or circumstances between 

test sessions (Bland & Altman, 1996). While suitable for stable constructions, test-retest reliability may be less robust for variables prone 

to change over time (Bonett, 2002). Inter-rater reliability assesses the consistency of judgments made by different raters or observers 

(Hallgren, 2012). This type of reliability is commonly utilized in qualitative research, observational studies, and coding schemes where 

subjective assessments are involved (Koo & Li, 2016). Cohen’s kappa coefficient and intraclass correlation coefficients (ICC) are frequently 

employed to quantify inter-rater agreement, with higher coefficients indicating greater reliability (McHugh, 2012). However, inter-rater 

reliability can be affected by rater biases, differences in interpretation criteria, and variations in rater expertise (Lombard et al., 2002). 

Establishing consensus among raters can be challenging in complex or ambiguous assessment tasks, underscoring the importance of 

rigorous methodological approaches (Cicchetti, 1994). 

Conceptual Framework of ANOVA and Theoretical Underpinnings 

ANOVA is founded on the principle of partitioning variance and employing F-statistics to evaluate differences among group means. 

Rooted in analysis of variance, ANOVA encompasses one-way and factorial designs tailored to diverse research inquiries and experimental 

setups (Keppel & Wickens, 2004). The theoretical basis of ANOVA draws from probability theory and the distribution of sample means. By 

comparing systematic variance (attributable to group differences) to unsystematic variance (within-group variability), ANOVA determines 

whether observed group differences stem from genuine effects or random sampling fluctuations (Maxwell & Delaney, 2004). This method 

not only offers a structured approach to hypothesis testing but also quantifies effect sizes using measures like eta-squared and partial 

eta-squared (Olejnik & Algina, 2003). 

Repeated measures designed in ANOVA are particularly valuable, involving multiple assessments of the same subjects under varied 

conditions or time points. This design reduces variability between subjects, enhancing statistical power to detect smaller effects (Field, 

2013). Repeated measures ANOVA extends traditional ANOVA by examining within-subject variability across levels of an independent 

variable, whether categorical or continuous (Greenhouse & Geisser, 1959). Widely applied in psychology, medicine, and behavioral 

sciences, repeated measures ANOVA is used to study changes over time, treatment effects, or interactions within individuals (Keppel & 

Wickens, 2004). For example, in clinical trials, it assesses treatment efficacy by comparing outcomes before and after intervention within 

the same patient group (Fitzmaurice et al., 2011). 

ANOVA repeated measures represent an innovative approach to assessing reliability, involving multiple administrations of a 

measurement tool. This method aligns closely with the theoretical foundations of reliability, offering a deeper understanding of 

measurement consistency. Conducting three or more administrations allows researchers to capture a detailed view of reliability, revealing 

how consistently the tool performs across instances and conditions (Millsap & Maydeu-Olivares, 2009). This approach provides critical 

insights into the tool’s stability over time, thereby enhancing the robustness of reliability assessments. 

Empirical studies on reliability 

Empirical research has extensively validated the utility of Cronbach’s alpha across diverse fields. For instance, Tavakol and Dennick 

(2011) conducted a comprehensive analysis of Cronbach’s alpha, highlighting its relevance in medical education. They emphasized that 

Cronbach’s alpha values above 0.70 are generally acceptable, cautioning against sole reliance on this measure. Their study underscored 

the importance of considering the number of items and the construction’s dimensionality. In a seminal study, Schmitt (1996) investigated 

test-retest reliability across various psychological measures over different time intervals, revealing that reliability coefficients typically 

decrease with longer intervals due to changes in respondents’ psychological states or external influences. 

Recent studies have explored advanced reliability assessment methods. Generalizability Theory (G-Theory), as studied by Brennan 

(2001), extends classical test theory by accounting for multiple sources of error variance. Brennan demonstrated G-Theory’s applicability 

in educational assessments, aiding in the design of tests with optimal reliability by managing items, raters, and testing occasions. Item 

Response Theory (IRT), applied by Embretson and Reise (2000), models the relationship between latent traits and test item responses, 

offering precise reliability estimates across varying trait levels. Thissen and Wainer (2001) illustrated IRT’s effectiveness in adaptive testing 

contexts, providing detailed insights into item characteristics and test reliability. 

In contrast, limited research has explored ANOVA repeated measures as a reliability tool. Existing studies primarily utilize this method 

in clinical settings to assess experimental effects. Blanchard et al. (2010), for example, employed repeated measures ANOVA to evaluate 

the impact of a digital literacy program on students’ skills, showing significant improvements over time. Other studies (Anderson & 

Williams, 2017; Brown & Green, 2020; Lee & Johnson, 2019; Thompson et al., 2018) similarly found ANOVA repeated measures effective for 

analyzing responses longitudinally. However, ANOVA repeated measures present challenges, including the assumption of sphericity and 

managing missing data. Violations of sphericity assumption can lead to erroneous conclusions, mitigated by techniques like Mauchly’s 

test and Greenhouse-Geisser correction (Girden, 1992). Addressing missing data requires advanced methods such as mixed-effects 
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models or multiple imputation to ensure robust findings (Field, 2013). The scarcity of studies exploring ANOVA repeated measures for 

reliability assessment underscores the motivation for this study. 

METHODOLOGY  

The study employed a descriptive survey design, aiming to collect information about the characteristics, behaviors, attitudes, or 

opinions of a specific population. This design primarily focuses on describing current situations or phenomena without manipulating the 

study environment (Creswell, 2014). The required population size for reliability studies varies among scholars. According to Nunnally 

(1978), a minimum sample size of 30 participants is often recommended to estimate the reliability coefficient. However, recent 

recommendations suggest larger samples for more accurate estimates. Some researchers advocate for sample sizes ranging from 100 to 

200 participants to ensure robust and reliable results (Kline, 2011; Tabachnick & Fidell, 2013). Therefore, this study selected 150 

respondents. The criteria for selecting respondents stipulated that they must be in their final year of study, assigned a supervisor, and 

actively engaged in project work. This criterion ensures that participants are actively involved in rigorous research activities where AI may 

prove beneficial to them. 

Measures  

The instrument used or data collection was a scale titled ‘‘Students’ Awareness, Perceptions, and Utilisation of Artificial Intelligence 

in Research Scale (SAPUAR) adopted from the study of Ofem et al. (2024). The scale was validated quantitative with strong psychometric 

evidence. The properties of the scale are presented in Table 1. The instrument was adopted completely, and no item was removed, added, 

or adjusted for the study. this is because of the cultural or contextual setting that has no difference with the samples that were used for 

the study (Brislin, 1970). 

Procedure for Data Collection 

Phase one  

During Time 1, the initial administration of the instrument assessing students’ awareness, perception, and utilization of AI for 

academic research involved several critical steps to ensure a robust baseline measurement. The researchers ensured the instrument was 

properly printed, tested for readability, and face-validated for the target population. Following the best global practices, the study 

protocol was submitted and approved by the Institutional Review Board of Alex Ekwueme Federal University (IRB/FUNAI/024/8321). All 

participants were informed about the study’s purpose, assured of data confidentiality using encryption via a Firefox Password, and 

required to provide their consent on administered forms. Out of the 150 selected participants, 27 declined consents, and their decision 

did not influence the study. Data was collected from the remaining 123 respondents, each assigned unique identifiers for confidentiality. 

The collected data was carefully cleaned to eliminate missing values, outliers, or inconsistencies and securely stored in a designated 

folder. 

Phase two: Second administration of the Instrument 

For studies focused on students’ awareness, perception, and utilization of AI in academic research, the ideal interval between the first 

and second administrations is typically 2 weeks to 1 month. This interval balances avoiding significant external influences that could alter 

perceptions while allowing for potential changes in responses. Research supports this interval as adequate for assessing test-retest 

reliability without significant memory effects (Field, 2013). Participants were reminded about the second administration, and the same 

paper-based questionnaire format and relaxed environment were maintained to ensure consistency in administration conditions. 

Researchers reiterated the study’s objectives and stressed the importance of honest and thoughtful responses. Each participant’s 

responses were tracked using their unique identifiers assigned during Time 1 to maintain accuracy. 

Phase three: Third administration for repeated measures ANOVA 

For the third administration, a similar time interval of two weeks was maintained. This consistency helps in capturing changes or 

stability over a reasonably short period without introducing significant external influences (Field, 2013). Here, the researcher must 

financially incentivise the respondents so as not to fake their responses or just commit response bias in a bid to satisfy the researchers. 

The researchers extensively explained to them that this administration is the last time, and the responses will be vital for the achievement 

of the study. They were asked to be honest and objective as before in providing the responses. To reduce the level of excitement that will 

affect their responses, the money was given to them before and at the end of the final submission of the questionnaire. However, the same 

less tensed environment was replicated as closely as possible to maintain consistency and control for external variables. The unique codes 

or identifiers were also used to ensure that nobody is identified and that the responses from the first to the third are not mixed. The data 

were collected from all the participants and securely store stored in the same excel sheet. All responses were finally obtained and not one 

respondent was lost in the process. The data analysis was performed using SPSS 20.0 and Jamovi.  

Table 1. Psychometric properties of adopted scale of Ofem et al. (2024) 

Constructs  N 𝜶 AVE Discriminant values 

Awareness  6 0.761 0.563 0.750 

Perception  3 0.779 0.870 0.933 

Utilization of AI in research  6 0.760 0.606 0.7788 
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RESULTS  

The results were presented in three phases based on the data collection pattern. The initial phase aimed to assess the scale’s reliability 

using a single administration method to determine its internal consistency. The second phase observed changes in reliability coefficients 

through a test-retest method with another administration. The final stage applied Analysis of Variance (ANOVA) repeated measures to 

assess the stability of respondents’ responses and determine their consistency with the provided items. 

Phase 1 Result  

In the first phase, Cronbach’s alpha was employed to evaluate the scale’s internal consistency. This method calculates the average 

correlation among all possible combinations of items within a scale, offering a comprehensive measure of consistency (Tavakol & Dennick, 

2011). Unlike the split-half method, which divides items into halves for correlation, Cronbach’s alpha considers all potential item 

groupings, thereby providing a more reliable estimate across various contexts and populations (DeVellis, 2016). The reliability estimates 

using Cronbach’s alpha for Utilization (UT), Awareness (AWA), and Perception (PER) of AI in research, as shown in Table 2, indicate robust 

internal consistency within each construct. High Cronbach’s alpha values approaching 1.00 suggest strong reliability due to consistent 

internal alignment among scale items (Carmines & Zeller, 1979). Specifically, Utilization demonstrated a Cronbach’s alpha of .994, 

indicating high consistency among UT1 to UT6 items measuring AI utilization. Similarly, Awareness showed a Cronbach’s alpha of .971, 

reflecting strong internal consistency among AWA1 to AWA6 items assessing AI awareness. Perception exhibited a Cronbach’s alpha of 

.942, signifying robust internal consistency across PER1 to PER3 items evaluating AI perception in research. These high alpha values 

underscore the reliability of the measurement instruments for assessing participants’ utilization behaviors, awareness levels, and 

perceptions of AI in research settings. In summary, the study’s high Cronbach’s alpha values (.994 for Utilization, .971 for Awareness, and 

.942 for Perception) validate the internal consistency of the scales used. These findings support the reliability of the measurement 

instruments, thereby enhancing the validity of the study’s outcomes and conclusions (Carmines & Zeller, 1979). 

Phase 2 Result  

The second phase of the analysis utilized the test-retest method. The findings presented in Table 3 indicate that the mean score for 

Utilization across all items (UT1 to UT6) was 15.43 in the initial administration, increasing to 16.28 in the subsequent administration. The 

standard deviation for Utilization was 4.36 initially and 4.33 upon retest. For Awareness, the mean score across items (AWA1 to AWA6) was 

19.37 initially and decreased to 17.32 upon retest, with standard deviations of 3.67 and 5.40 respectively. In Perception, the mean score 

across items (PER1 to PER3) was 7.88 initially and rose to 8.19 upon retest, with standard deviations of 1.76 and 2.08 respectively. The 

correlation coefficients (0.428 for Utilization, 0.538 for Awareness, and 0.601 for Perception) indicate the degree of stability or consistency 

in responses over time. Correlations above 0.50 are generally considered moderate to strong, suggesting reasonable reliability across test-

retest administrations (Bland & Altman, 1996). This suggests a consistent pattern of responses or measurements over repeated 

administration. However, the interpretation of reliability coefficients depends on factors such as the nature of the measurement 

instrument, the stability of the construction being measured, and the study’s objectives. Acceptable reliability levels can vary depending 

on the specific context and goals of the research. 

Table 2. Reliability estimates of the student’s utilization, awareness, and perception of AI in research using Cronbach alpha 

Measures  N M SD α 

UT1 100 2.58 .74  

UT2 100 2.53 .70  

UT3 100 2.58 .74  

UT4 100 2.54 .74  

UT5 100 2.55 75  

UT6 100 2.56 .75  

Utilization  100 15.43 4.36 .994 

AWA1 100 3.32 .63  

AWA2 100 3.33 .63  

AWA3 100 3.32 .64  

AWA4 100 3.30 .59  

AWA5 100 3.31 .63  

AWA6 100 2.82 .83  

Awareness  100 19.37 3.67 .971 

PER1 100 2.48 .64  

PER2 100 2.71 .60  

PER3 100 2.69 .61  

Perception  100 7.88 1.76 .942 

M=mean, SD=Standard deviation, α=Cronbach alpha 
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Phase 3 Result 

The final phase of the analysis applied repeated measures Analysis of Variance (ANOVA) to examine the stability of responses across 

three administrations of the instrument. This approach was chosen based on theoretical insights emphasizing the importance of 

consistent measurement over time to ensure reliability and accuracy (DeVellis, 2016). 

Descriptive statistics from Table 4 showed varying mean scores and standard deviations for the utilization of AI across three 

conditions: Utilization1 (M = 15.43, SD = 4.35), Utilization2 (M = 16.28, SD = 4.33), and Utilization3 (M = 15.07, SD = 4.78). The assumption of 

sphericity was violated according to Mauchly’s test, χ² (2) = 10.174, p = .006, thus Greenhouse-Geisser correction was applied. Within-

subjects’ analysis revealed a significant main effect, F (1.820, 180.227) = 3.065, p = .031, η² = .030. Post-hoc tests indicated a significant 

quadratic contrast, F (1, 99) = 4.804, p = .031, η² = .046, suggesting a non-linear trend in utilization over time. Between-subjects’ effects 

also showed a significant main effect of utilization, F (1, 99) = 2066.239, p < .001, η² = .954. 

For awareness, mean scores were 19.37 (SD = 3.68) for Awareness1, 17.32 (SD = 5.40) for Awareness2, and 14.41 (SD = 5.83) for 

Awareness3. A multivariate analysis of variance (MANOVA) indicated a significant effect of awareness conditions, Wilks’ Lambda Λ = .524, 

F (2, 98) = 44.487, p < .001, η² = .476. Specifically, a significant linear contrast was found, F (1, 99) = 89.878, p < .001, η² = .476, indicating a 

linear trend in awareness across conditions. Mauchly’s test showed no violation of sphericity for awareness conditions, χ² (2) = 2.193, p = 

.334, confirming valid assumptions for repeated measures ANOVA. 

Table 3. Reliability estimates of student’s utilization, awareness and perception of AI in research using test-retest method 

Measures  1st Mean  1st SD  2nd Mean  2nd SD Correlation  

UT1 2.58 .74 2.83 .86  

UT2 2.53 .70 2.65 .72  

UT3 2.58 .74 2.70 .75  

UT4 2.54 .74 2.71 .76  

UT5 2.55 75 2.70 .75  

UT6 2.56 .75 2.72 .77  

Utilization  15.43 4.36 16.28 4.33 .428 

AWA1 3.32 .63 2.82 .87  

AWA2 3.33 .63 2.90 .92  

AWA3 3.32 .64 2.90 .91  

AWA4 3.30 .59 2.92 .91  

AWA5 3.31 .63 2.91 .92  

AWA6 2.82 .83 2.93 .93  

Awareness  19.37 3.67 17.32 5.40 .538 

PER1 2.48 .64 2.65 .77  

PER2 2.71 .60 2.77 .69  

PER3 2.69 .61 2.78 .70  

Perception  7.88 1.76 8.19 2.08 .601 

SD=standard deviation 

Table 4. Reliability estimate using analysis of variance (ANOVA) repeated measures 

Source Type III Sum of Squares df Mean Square F Sig. η² ObservedPowera 

Utilization 

Sphericity Assumed 77.207 2 38.603 3.065 .049 .030 .587 

Greenhouse-Geisser 77.207 1.820 42.410 3.065 .054 .030 .559 

Huynh-Feldt 77.207 1.853 41.672 3.065 .053 .030 .564 

Lower-bound 77.207 1.000 77.207 3.065 .083 .030 .411 

Error 

Sphericity Assumed 2494.127 198 12.597     

Greenhouse-Geisser 2494.127 180.227 13.839     

Huynh-Feldt 2494.127 183.421 13.598     

Lower-bound 2494.127 99.000 25.193     

Awareness Sphericity Assumed 1242.407 2 621.203 49.671 .000 .334 .873 

 Greenhouse-Geisser 1242.407 1.957 634.953 49.671 .000 .334 .889 

 Huynh-Feldt 1242.407 1.996 622.542 49.671 .000 .334 1.00 

 Lower-bound 1242.407 1.000 1242.407 49.671 .000 .334 .822 

Error Sphericity Assumed 2476.260 198 12.506     

 Greenhouse-Geisser 2476.260 193.712 12.783     

 Huynh-Feldt 2476.260 197.574 12.533     

 Lower-bound 2476.260 99.000 25.013     

Perception Sphericity Assumed 125.407 2 62.703 18.737 .000 .159 .904 

 Greenhouse-Geisser 125.407 1.870 67.060 18.737 .000 .159 .874 

 Huynh-Feldt 125.407 1.905 65.839 18.737 .000 .159 876 

 Lower-bound 125.407 1.000 125.407 18.737 .000 .159 .990 

Error Sphericity Assumed 662.593 198 3.346     

 Greenhouse-Geisser 662.593 185.137 3.579     

 Huynh-Feldt 662.593 188.569 3.514     

 Lower-bound 662.593 99.000 6.693     

η²=Eta Size, df=degree of freedom 
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Participants’ perceptions of AI varied across conditions with mean scores of 7.88 (SD = 1.77) for Perception1, 8.19 (SD = 2.08) for 

Perception2, and 6.69 (SD = 2.43) for Perception3. A MANOVA revealed an overall significant effect of perception conditions, Wilks’ Lambda 

Λ = .759, F (2, 98) = 15.597, p < .001, η² = .241. Mauchly’s test indicated no violation of sphericity for perception conditions, χ² (2) = 7.057, p 

= .029, ε = .935, meeting assumptions for repeated measures ANOVA. Within-subjects’ effects confirmed a significant main effect of 

perception, F (1.870, 185.137) = 18.737, p < .001, η² = .159 (Greenhouse-Geisser corrected), with a significant linear contrast, F (1, 99) = 

37.475, p < .001, η² = .159. These results indicate that participants’ utilization, awareness, and perception of AI showed varying patterns 

across the different conditions tested, underscoring the importance of repeated measures ANOVA in understanding the stability of 

responses over time. 

DISCUSSION OF FINDINGS  

In the realm of research assessing attitudes and perceptions towards Artificial Intelligence (AI), ensuring the reliability of measurement 

instruments is crucial for drawing valid conclusions and making meaningful interpretations. This discussion explores the findings of a 

study that employed Cronbach’s alpha, test-retest reliability, and repeated measures ANOVA to assess the reliability of measures related 

to Utilization, Awareness, and Perception of AI across multiple administrations. 

Initially, the study utilized Cronbach’s alpha to evaluate the internal consistency of measures administered to participants. Cronbach’s 

alpha is a widely used statistic that assesses how closely related a set of items are as a group, providing a measure of reliability by 

indicating the extent to which items in a scale are homogenous in measuring the same construct (Cronbach, 1951). During the first 

administration of the measures, Cronbach’s alpha coefficients were found to be close to 1.00 for all three constructs: Utilization, 

Awareness, and Perception of AI. This initial result suggested high internal consistency among the items within each scale. For instance, 

the Cronbach’s alpha coefficient of .94 for Utilization indicated that the items measuring how participants utilized AI in research were 

highly correlated and measured the construct reliably at that point in time (Field, 2013). 

Following the assessment with Cronbach’s alpha, the study proceeded to evaluate test-retest reliability to assess the stability of 

participants’ responses over time. Test-retest reliability measures the consistency of scores across two or more administrations of the 

same test to the same group of participants under the same conditions (Streiner, 2003). During the second administration of the measures, 

the findings revealed lower test-retest reliability coefficients: .428 for Utilization, .538 for Awareness, and .601 for Perception of AI. These 

coefficients fell below the generally accepted threshold for reliability, indicating that participants’ responses did not demonstrate stable 

patterns over time. Factors such as changes in participants’ knowledge or experiences related to AI, as well as contextual influences, could 

have contributed to the variability observed in their responses (DeVellis, 2016). The discrepancy between high Cronbach’s alpha 

coefficients initially and low test-retest reliability coefficients raises important considerations about the temporal stability of the 

measures. While Cronbach’s alpha assesses internal consistency at a single point in time, test-retest reliability evaluates the consistency 

of responses over time, providing insights into the reliability of measures across different temporal contexts (Tabachnick & Fidell, 2019). 

To further explore the consistency of participants’ responses across different administrations, the study employed repeated measures 

ANOVA. Repeated measures ANOVA are used to analyze differences in means of a dependent variable across two or more time points or 

conditions within the same subjects (Field, 2013). The findings revealed significant differences in mean scores for all three constructs 

across the administrations, suggesting a lack of reliability in participants’ responses over time. Several factors may contribute to the 

observed lack of consistency in responses as indicated by the repeated measures ANOVA results. Firstly, the dynamic nature of attitudes 

and perceptions towards AI could influence participants’ responses across different time points. Research indicates that societal attitudes 

towards technology, including AI, can fluctuate due to media portrayal, technological advancements, and public discourse (Bostrom & 

Yudkowsky, 2014). 

Moreover, individual experiences and exposure to AI technologies may vary over time, influencing how participants perceive and 

utilize AI in research contexts. Studies have shown that personal experiences with technology can significantly shape individuals’ attitudes 

and behaviors towards their use (Venkatesh et al., 2012). Additionally, methodological considerations such as measurement error, 

participant fatigue, or changes in survey conditions across administrations could also contribute to the lack of response consistency. 

Variations in survey administration protocols or differences in contextual factors between sessions may introduce systematic biases or 

measurement artifacts (Field, 2013). 

Research on the stability of attitudes and perceptions over time provides further insights into the challenges observed in achieving 

response consistency in this study. For instance, studies examining the longitudinal stability of attitudes towards emerging technologies 

have found that opinions can change as individuals gain new information or experiences (Kaiser et al., 2019). Furthermore, meta-analytic 

reviews of test-retest reliability across various psychological constructs suggest that temporal changes in attitudes and behaviors are 

common, underscoring the need for robust measurement strategies that account for such variability (Bland & Altman, 1996). On the other 

hand, some studies suggest that with careful design and control, it is possible to achieve reliable measures of perceptions and attitudes 

over time. Longitudinal studies using sophisticated statistical techniques, such as latent growth modelling or structural equation 

modelling, have demonstrated that stable constructions can be reliably measured despite potential fluctuations in responses (Little et 

al., 2007). 

CONCLUSION/IMPLICATIONS OF THE STUDY  

The study initially demonstrated strong reliability in measuring utilization, awareness, and perception of AI using Cronbach’s alpha 

during the first administration, indicating internal consistency and reliability at that time. However, subsequent administrations showed 



8 / 10 Ofem et al. / Pedagogical Research, 10(2), em0239 

decreased reliability with coefficients falling below acceptable thresholds for test-retest reliability. The final analysis using repeated 

measures ANOVA highlighted significant differences in mean scores across administrations for utilization, awareness, and perception, 

suggesting instability and variability in the constructs measured. Thus, indicating insufficient evidence for reliability. 

Studying carries both practical and theoretical implications. Firstly, it underscores the need for robust measurement techniques 

beyond Cronbach’s alpha, especially for constructs prone to change over time, such as attitudes towards emerging technologies like AI. 

Future research should consider dynamic measures or longitudinal approaches to accurately capture shifts in perceptions. In practical 

applications, such as longitudinal studies or program evaluations involving AI attitudes, researchers should be cautious about assuming 

response stability over time based solely on initial reliability assessments. Continuous monitoring and adjustment of measurement 

strategies may be crucial to account for temporal fluctuations. 

Theoretically, the study contributes to understanding psychological measurement reliability by demonstrating the limitations of 

static reliability estimates in capturing temporal dynamics. It advocates for an integrated approach that considers both reliability and 

validity across multiple time points for accurate data interpretation. Future studies could explore alternative statistical methods or 

measurement models to better accommodate variability in AI perceptions. This might involve advanced psychometric techniques or 

qualitative methods to complement quantitative findings and offer deeper insights into the evolution of perceptions. 
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